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INTRODUCTION TO THE NVIDIA TESLA 
V100 GPU ARCHITECTURE 

Since the introduction of the pioneering CUDA GPU Computing platform over 10 years ago, each 
new NVIDIA® GPU generation has delivered higher application performance, improved power 
efficiency, added important new compute features, and simplified GPU programming. Today, 
NVIDIA GPUs accelerate thousands of High Performance Computing (HPC), data center, and 
machine learning applications. NVIDIA GPUs have become the leading computational engines 
powering the Artificial Intelligence (AI) revolution. 

NVIDIA GPUs accelerate numerous deep learning systems and applications including autonomous 
vehicle platforms, high-accuracy speech, image, and text recognition systems, intelligent video 
analytics, molecular simulations, drug discovery, disease diagnosis, weather forecasting, big data 
analytics, financial modeling, robotics, factory automation, real-time language translation, online 
search optimizations, and personalized user recommendations, to name just a few. 

The new NVIDIA® Tesla® V100 accelerator (shown in Figure 1) incorporates the powerful new 
±ƻƭǘŀϰ D±млл Dt¦Φ D±млл ƴƻǘ ƻƴƭȅ ōǳƛƭŘǎ ǳǇƻƴ ǘƘŜ ŀŘǾŀƴŎŜǎ ƻŦ ƛǘǎ ǇǊŜŘŜŎŜǎǎƻǊΣ ǘƘŜ tŀǎŎŀƭϰ 
GP100 GPU, it significantly improves performance and scalability, and adds many new features 
that improve programmability. These advances will supercharge HPC, data center, 
supercomputer, and deep learning systems and applications.  

This white paper presents the Tesla V100 accelerator and the Volta GV100 GPU architecture.  

 

Figure 1. NVIDIA Tesla V100 SXM2 Module with Volta GV100 GPU
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TESLA V100: THE AI COMPUTING 
AND HPC POWERHOUSE 

¢ƘŜ b±L5L! ¢Ŝǎƭŀ ±млл ŀŎŎŜƭŜǊŀǘƻǊ ƛǎ ǘƘŜ ǿƻǊƭŘΩǎ ƘƛƎƘŜǎǘ ǇŜǊŦƻǊƳƛƴƎ ǇŀǊŀƭƭŜƭ ǇǊƻŎŜǎǎƻǊΣ ŘŜǎƛƎƴŜŘ 
to power the most computationally intensive HPC, AI, and graphics workloads.   

The GV100 GPU includes 21.1 billion transistors with a die size of 815 mm2. It is fabricated on a 
new TSMC 12 nm FFN (FinFET NVIDIA) high-performance manufacturing process customized for 
NVIDIA. GV100 delivers considerably more compute performance, and adds many new features 
compared to the prior Pascal GPU generation. Further simplifying GPU programming and 
application porting, GV100 also improves GPU resource utilization. GV100 is an extremely power-
efficient processor, delivering exceptional performance per watt. 

KEY FEATURES 

Following are some key compute features of Tesla V100: 

¤ New Streaming Multiprocessor (SM) Architecture Optimized for Deep Learning  
Volta features a major new redesign of the SM processor architecture that is at the center of 
the GPU. The new Volta SM is 50% more energy efficient than the previous generation Pascal 
design, enabling major boosts in FP32 and FP64 performance in the same power envelope. 
New Tensor Cores designed specifically for deep learning deliver up to 12x higher peak TFLOPS 
for training and 6x higher peak TFLOPS for inference. With independent parallel integer and 
floating-point data paths, the Volta SM is also much more efficient on workloads with a mix of 
ŎƻƳǇǳǘŀǘƛƻƴ ŀƴŘ ŀŘŘǊŜǎǎƛƴƎ ŎŀƭŎǳƭŀǘƛƻƴǎΦ ±ƻƭǘŀΩǎ ƴŜǿ ƛƴŘŜǇŜƴŘŜƴǘ ǘƘǊŜŀŘ ǎŎƘŜŘǳƭƛƴƎ 
capability enables finer-grain synchronization and cooperation between parallel threads. 
Finally, a new combined L1 data cache and shared memory unit significantly improves 
performance while also simplifying programming. 
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¤ Second-Generation NVIDIA b±[ƛƴƪϰ 
¢ƘŜ ǎŜŎƻƴŘ ƎŜƴŜǊŀǘƛƻƴ ƻŦ b±L5L!Ωǎ NVLink high-speed interconnect delivers higher bandwidth, 
more links, and improved scalability for multi-GPU and multi-GPU/CPU system configurations. 
Volta GV100 supports up to six NVLink links and total bandwidth of 300 GB/sec, compared to 
four NVLink links and 160 GB/s total bandwidth on GP100. NVLink now supports CPU 
mastering and cache coherence capabilities with IBM Power 9 CPU-based servers. The new 
NVIDIA DGX-1 with V100 AI supercomputer uses NVLink to deliver greater scalability for ultra-
fast deep learning training.  

¤ HBM2 Memory: Faster, Higher Efficiency 
±ƻƭǘŀΩǎ ƘƛƎƘƭȅ ǘǳƴŜŘ мс D. I.aн ƳŜƳƻǊȅ ǎǳōǎȅǎǘŜƳ ŘŜƭƛǾŜǊǎ флл D.κǎŜŎ ǇŜŀƪ ƳŜƳƻǊȅ 
bandwidth. The combination of both a new generation HBM2 memory from Samsung, and a 
new generation memory controller in Volta, provides 1.5x delivered memory bandwidth 
versus Pascal GP100, with up to 95% memory bandwidth utilization running many workloads.  

¤ Volta Multi-Process Service  
Volta Multi-Process Service (MPS) is a new feature of the Volta GV100 architecture providing 
hardware acceleration of critical components of the CUDA MPS server, enabling improved 
performance, isolation, and better quality of service (QoS) for multiple compute applications 
sharing the GPU. Volta MPS also triples the maximum number of MPS clients from 16 on 
Pascal to 48 on Volta. 

¤ Enhanced Unified Memory and Address Translation Services 
GV100 Unified Memory technology includes new access counters to allow more accurate 
migration of memory pages to the processor that accesses them most frequently, improving 
efficiency for memory ranges shared between processors. On IBM Power platforms, new 
!ŘŘǊŜǎǎ ¢Ǌŀƴǎƭŀǘƛƻƴ {ŜǊǾƛŎŜǎ ό!¢{ύ ǎǳǇǇƻǊǘ ŀƭƭƻǿǎ ǘƘŜ Dt¦ ǘƻ ŀŎŎŜǎǎ ǘƘŜ /t¦Ωǎ ǇŀƎŜ ǘŀōƭŜǎ 
directly. 

¤ Maximum Performance and Maximum Efficiency Modes 
In Maximum Performance mode, the Tesla V100 accelerator will operate up to its TDP 
(Thermal Design Power) level of 300 W to accelerate applications that require the fastest 
computational speed and highest data throughput. Maximum Efficiency Mode allows data 
center managers to tune power usage of their Tesla V100 accelerators to operate with optimal 
performance per watt. A not-to-exceed power cap can be set across all GPUs in a rack, 
reducing power consumption dramatically, while still obtaining excellent rack performance. 

¤ Cooperative Groups and New Cooperative Launch APIs 
Cooperative Groups is a new programming model introduced in CUDA 9 for organizing groups 
of communicating threads. Cooperative Groups allows developers to express the granularity at 
which threads are communicating, helping them to express richer, more efficient parallel 
decompositions. Basic Cooperative Groups functionality is supported on all NVIDIA GPUs since 
Kepler. Pascal and Volta include support for new cooperative launch APIs that support 
synchronization amongst CUDA thread blocks. Volta adds support for new synchronization 
patterns. 
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¤ Volta Optimized Software 
New versions of deep learning frameworks such as Caffe2, MXNet, CNTK, TensorFlow, and 
others harness the performance of Volta to deliver dramatically faster training times and 
higher multi-node training performance. Volta-optimized versions of GPU accelerated libraries 
such as cuDNN, cuBLAS, and TensorRT leverage the new features of the Volta GV100 
architecture to deliver higher performance for both deep learning inference and High 
Performance Computing (HPC) applications. The NVIDIA CUDA Toolkit version 9.0 includes 
new APIs and support for Volta features to provide even easier programmability. 

Figure 2 shows the new technologies incorporated into the Tesla V100. 

 

Figure 2. New Technologies in Tesla V100 
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EXTREME PERFORMANCE FOR AI AND HPC 
Tesla V100 delivers industry-leading floating-point and integer performance. Following are the 
peak computation rates. Figure 3 shows the Tesla V100 performance in deep learning with the 
new Tensor Cores. 

¤ 7.8 TFLOPS1 of double precision floating-point (FP64) performance 

¤ 15.7 TFLOPS1 of single precision (FP32) performance 

¤ 125 Tensor TFLOPS1   

 

Figure 3. Tesla V100 Provides a Major Leap in Deep Learning Performance 
with New Tensor Cores 

                                                           
1 Based on GPU Boost clock. 
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NVIDIA GPUS - THE FASTEST AND MOST 
FLEXIBLE DEEP LEARNING PLATFORM 

Deep learning training and inferencing operations benefit greatly from GPU acceleration in both 
single-GPU and multi-GPU systems. NVIDIA Pascal GPUs have been used extensively to accelerate 
deep learning systems over the past year, and are significantly faster than CPUs for both training 
and inferencing. The new architectural features for deep learning combined with increased 
compute performance of the NVIDIA Tesla V100 GPU delivers increased neural network training 
and inference performance. In addition, multi-GPU systems with NVLink deliver tremendous 
performance scalability.  

The flexible nature of GPU programmability allows new algorithms to be developed and deployed 
quickly. NVIDIA GPUs provide high performance, scalability, and programmability required to 
meet the continuing demands of AI and deep learning systems and algorithms for training and 
inferencing.  

DEEP LEARNING BACKGROUND 

Many different approaches have been used over the years to model human intelligence in the 
field of Artificial Intelligence. Machine Learning is a very popular approach to AI that train systems 
to learn how to make decisions and predict results on their own. Deep learning is a machine 
learning technique inspired by the neural learning process of the human brain. Deep learning 
uses deep neural networks (DNNs), so called because of their deep layering of many connected 
artificial neurons (sometimes called perceptrons), which can be trained with enormous amounts 
of input data to quickly solve complex problems with high accuracy. Once a neural network is 
trained, it can be deployed and used to identify and classify objects or patterns in a process 
known as inference. See Appendix C starting on page 44 in this paper for a high-level explanation 
of how a neural network operates. 

Most neural networks consist of multiple layers of interconnected neurons. Each neuron and 
layer contributes towards the task that the network has been trained to execute. For example; 
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AlexNet, the Convolutional Neural Network (CNN) that won the 2012 ImageNet competition, 
consists of eight layers, 650,000 interconnected neurons, and almost 60 million parameters. 
Today, the complexity of neural networks has increased significantly, with recent networks such 
as deep residual networks (for example ResNet-152) having more than 150 layers, and millions 
more connected neurons and parameters. 

GPU-ACCELERATED DEEP LEARNING 

It is widely recognized within academia and industry that NVIDIA GPUs are the state-of-the-art 
engines for training deep neural networks due to both their speed and energy efficiency 
advantages compared to more traditional CPU-based platforms. Because neural networks are 
created from large numbers of identical neurons, they are highly parallel by nature. This 
parallelism maps naturally to GPUs, which provide a significant speedup over CPU-only training.  

Neural networks rely heavily on matrix math operations, and complex multi-layered networks 
require tremendous amounts of floating-point performance and bandwidth for both efficiency 
and speed. GPUs have thousands of processing cores optimized for matrix math operations, 
providing tens to hundreds of TFLOPS of performance. GPUs are the obvious computing platform 
for deep neural network-based artificial intelligence and machine learning applications. 

Volta's architecture is highly specialized for running deep learning workloads, achieving a 
tremendous increase in performance within the same power budget as the previous generation 
architecture. Technical details of how this was accomplished are described in the architecture 
sections below.



 

¢ƘŜ ²ƻǊƭŘΩǎ aƻǎǘ !ŘǾŀƴŎŜŘ 5ŀǘŀ /ŜƴǘŜǊ Dt¦ WP-08608-001_v1.1  |  8 

GV100 GPU HARDWARE 
ARCHITECTURE IN-DEPTH  

The NVIDIA Tesla V100 accelerator, featuring the Volta GV100 GPU, is the highest-performing 
parallel computing processor in the world today. GV100 has significant new hardware innovations 
that provide tremendous speedups for deep learning algorithms and frameworks, in addition to 
providing far more computational horsepower for HPC systems and applications.  

As with the previous generation Pascal GP100 GPU, the GV100 GPU is composed of multiple GPU 
Processing Clusters (GPCs), Texture Processing Clusters (TPCs), Streaming Multiprocessors (SMs), 
and memory controllers. A full GV100 GPU consists of: 

¤ Six GPCs 
Each GPC has: 
ɻ Seven TPCs (each including two SMs) 

ɻ 14 SMs 

¤ 84 Volta SMs 
Each SM has: 
ɻ 64 FP32 cores 

ɻ 64 INT32 cores 

ɻ 32 FP64 cores 

ɻ 8 Tensor Cores 

ɻ Four texture units 

¤ Eight 512-bit memory controllers (4096 bits total)  

With 84 SMs, a full GV100 GPU has a total of 5376 FP32 cores, 5376 INT32 cores, 2688 FP64 
cores, 672 Tensor Cores, and 336 texture units. Each HBM2 DRAM stack is controlled by a pair of 
memory controllers. The full GV100 GPU includes a total of 6144 KB of L2 cache. Figure 4 shows a 
full GV100 GPU with 84 SMs (different products can use different configurations of GV100). The 
Tesla V100 accelerator uses 80 SMs. Table 1 compares NVIDIA Tesla GPUs over the past five 
years. 
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Figure 4. Volta GV100 Full GPU with 84 SM Units 
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Table 1. Comparison of NVIDIA Tesla GPUs 

Tesla Product Tesla K40 Tesla M40 Tesla P100 Tesla V100 

GPU  GK180 (Kepler) GM200 (Maxwell) GP100 (Pascal) GV100 (Volta) 

SMs 15 24 56 80 

TPCs 15 24 28 40 

FP32 Cores / SM 192 128 64 64 

FP32 Cores / GPU 2880 3072 3584 5120 

FP64 Cores / SM 64 4 32 32 

FP64 Cores / GPU 960 96 1792 2560 

Tensor Cores / SM NA NA NA 8 

Tensor Cores / GPU NA NA NA 640 

GPU Boost Clock 810/875 MHz 1114 MHz 1480 MHz 1530 MHz 

Peak FP32 TFLOPS1 5 6.8 10.6 15.7 

Peak FP64 TFLOPS1 1.7 .21 5.3 7.8 

Peak Tensor TFLOPS1 NA NA NA 125 

Texture Units 240 192 224 320 

Memory Interface 384-bit GDDR5 384-bit GDDR5 4096-bit HBM2 4096-bit HBM2 

Memory Size Up to 12 GB Up to 24 GB 16 GB 16 GB 

L2 Cache Size 1536 KB 3072 KB 4096 KB 6144 KB 

Shared Memory Size / 
SM 

16 KB/32 KB/48 
KB 

96 KB 64 KB Configurable up 
to 96 KB 

Register File Size / SM 256 KB 256 KB 256 KB 256KB 

Register File Size / 
GPU 

3840 KB 6144 KB 14336 KB 20480 KB 

TDP 235 Watts 250 Watts 300 Watts 300 Watts 

Transistors 7.1 billion 8 billion 15.3 billion 21.1 billion 

GPU Die Size 551 mm² 601 mm² 610 mm² 815 mm² 

Manufacturing 
Process 

28 nm 28 nm 16 nm FinFET+ 12 nm FFN 

1 Peak TFLOPS rates are based on GPU Boost Clock  
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EXTREME PERFORMANCE AND HIGH EFFICIENCY 

With each new generation, NVIDIA develops significantly higher performing GPUs that also 
improve energy efficiency. Tesla V100 gives data center architects a new dimension of design 
flexibility, and it can be configured to deliver either absolute maximum performance, or most 
energy efficient performance. In Tesla V100, these two modes of operation are called Maximum 
Performance Mode and Maximum Efficiency Mode. 

In Maximum Performance mode, the Tesla V100 accelerator operates up to its TDP level of  
300 W to accelerate applications that require the fastest computational speed and highest data 
throughput.  

Maximum Efficiency Mode is an operating mode that enables data center managers to run their 
Tesla V100 accelerators with optimal performance per watt. The V100 can be set to run at a point 
on the power/performance curve that yields the best performance with the highest power 
efficiency. For example, the most efficient range on the curve might be 50-60% of TDP, where the 
GPU can still attain 75-85% of maximum performance. Data center managers can set a not-to-
exceed power cap across all GPUs in a rack, reducing power consumption dramatically, while still 
obtaining excellent performance. This capability allows data center designers to maximize per-
rack performanŎŜ ǿƛǘƘƛƴ ǘƘŀǘ ǊŀŎƪΩǎ ǇƻǿŜǊ ōǳŘƎŜǘΦ Lƴ ǎƻƳŜ ŎŀǎŜǎΣ ǘƘƛǎ ƻǇǘƛƳƛȊŀǘƛƻƴ ŎƻǳƭŘ ŜǾŜƴ 
enable additional server nodes in the rack. 

The power limit can be set by NVIDIA-SMI (a command-line utility that can be used by the data 
center manager) or using NVML (a C-based API library that exposes power limit controls that 
Tesla OEM partners can integrate with their toolset). Maximum Efficiency Mode does not lower 
peak clock or memory clock during normal operation, rather the GPU works to attain the highest 
clock speed residency possible within the specified power limit. Many workloads do not consume 
the entire 300 W TDP of the Tesla V100, so a higher power limit may be possible in some cases. 
However, data center designers should set GPU power levels based on heaviest expected 
workloads so their rack power budget is not exceeded.  
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VOLTA STREAMING MULTIPROCESSOR 

Volta features a new Streaming Multiprocessor (SM) architecture that delivers major 
improvements in performance, energy efficiency, and ease of programmability. 

Major Features include: 

¤ New mixed-precision Tensor Cores purpose-built for deep learning matrix arithmetic, 
delivering 12x TFLOPS for training, compared to GP100, in the same power envelope 

¤ 50% higher energy efficiency on general compute workloads 

¤ Enhanced high performance L1 data cache 

¤ A new SIMT thread model that removes limitations present in previous SIMT and SIMD 
processor designs 

Similar to Pascal GP100, the GV100 SM incorporates 64 FP32 cores and 32 FP64 cores per SM. 
However, the GV100 SM uses a new partitioning method to improve SM utilization and overall 
performance. Note that the GP100 SM is partitioned into two processing blocks, each with 32 
FP32 Cores, 16 FP64 Cores, an instruction buffer, one warp scheduler, two dispatch units, and a 
128 KB Register File. The GV100 SM is partitioned into four processing blocks, each with 16 FP32 
Cores, 8 FP64 Cores, 16 INT32 Cores, two of the new mixed-precision Tensor Cores for deep 
learning matrix arithmetic, a new L0 instruction cache, one warp scheduler, one dispatch unit, 
and a 64 KB Register File. Note that the new L0 instruction cache is now used in each partition to 
provide higher efficiency than the instruction buffers used in prior NVIDIA GPUs. (See the Volta 
SM in Figure 5). 

While a GV100 SM has the same number of registers as a Pascal GP100 SM, the entire GV100 
GPU has far more SMs, and thus many more registers overall. In aggregate, GV100 supports more 
threads, warps, and thread blocks in flight compared to prior GPU generations. 

The merger of shared memory and L1 resources enables an increase in shared memory capacity 
to 96 KB per Volta SM, compared to 64 KB in GP100.   
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Figure 5. Volta GV100 Streaming Multiprocessor (SM) 
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Tensor Cores 

Tesla P100 delivered considerably higher performance for training neural networks compared to 
the prior generation NVIDIA Maxwell and Kepler architectures, but the complexity and size of 
neural networks have continued to grow. As mentioned, new networks with thousands of layers 
and millions of neurons demand even higher performance and faster training times.  

New Tensor Cores are a key capability enabling the Volta GV100 GPU architecture to deliver the 
performance required to train large neural networks.  

The Tesla V100 GPU contains 640 Tensor Cores: eight (8) per SM and two (2) per each processing 
block (partition) within an SM. In Volta GV100, each Tensor Core performs 64 floating point FMA 
operations per clock, and eight Tensor Cores in an SM perform a total of 512 FMA operations (or 
1024 individual floating point operations) per clock. 

¢Ŝǎƭŀ ±мллΩs Tensor Cores deliver up to 125 Tensor TFLOPS for training and inference 
applications. Tensor Cores provide up to 12x higher peak TFLOPS on Tesla V100 that can be 
applied to deep learning training compared to using standard FP32 operations on P100. For deep 
learning inference, V100 Tensor Cores provide up to 6x higher peak TFLOPS compared to 
standard FP16 operations on P100.  

Matrix-Matrix multiplication (GEMM) operations are at the core of neural network training and 
inferencing, and are used to multiply large matrices of input data and weights in the connected 
layers of the network. For applications that use single precision matrix multiplication, Figure 6 
shows that Tesla V100 with CUDA 9 delivers up to 1.8x higher performance than Tesla P100 with 
CUDA 8. For matrix multiplication with half-precision inputs for training and inference operations, 
Figure 7 shows that for the case of matrix operations with FP16 inputs and FP32 accumulation, 
VoƭǘŀΩǎ ƳƛȄŜŘ-precision Tensor Cores boost performance by more than 9x compared to P100. 
 

 

Figure 6. cuBLAS Single Precision (FP32)  

Single-precision (FP32) Matrix-
Matrix Multiplies are up to 1.8x 
faster on Tesla V100 with CUDA 9 
than on Tesla P100 with CUDA 8 
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Figure 7. cuBLAS Mixed Precision (FP16 Input, FP32 Compute) 

Tensor Cores and their associated data paths are custom-designed to dramatically increase 
floating-point compute throughput with high energy efficiency.  

Each Tensor Core operates on a 4x4 matrix and performs the following operation: 

D = A×B + C 

where A, B, C, and D are 4x4 matrices (Figure 8). The matrix multiply inputs A and B are FP16 
matrices, while the accumulation matrices C and D may be FP16 or FP32 matrices (see Figure 8).  

 

 

Figure 8. Tensor Core 4x4 Matrix Multiply and Accumulate 

Tensor Cores operate on FP16 input data with FP32 accumulation. The FP16 multiply results in a 
full precision product that is then accumulated using FP32 addition with the other intermediate 
products for a 4x4x4 matrix multiply (see Figure 9). In practice, Tensor Cores are used to perform 
much larger 2D or higher dimensional matrix operations, built up from these smaller elements. 

Mixed Precision Matrix-Matrix 
Multiplies are over 9x faster on 
Tesla V100 with CUDA 9 compared 
to FP32 matrix multiplies on Tesla 
P100 with CUDA 8 












































































